
Hard Samples Rectification for Unsupervised Cross-domain Person Re-ID 
Chih-Ting Liu*, Man-Yu Lee*, Tsai-Shien Chen, Shao-Yi Chien

Graduate Institute of Electronics Engineering, National Taiwan University

Problem Statement

Motivation

Proposed method

➢ Unsupervised cross-domain person re-identification
➢ Given labelled source domain, perform re-ID on unlabelled target domain 

Experiment Results

(a) Ablation Studies
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Labelled source domain

(Market-1501 dataset)
Unlabelled target domain

(DukeMTMC-ReID dataset)

➢ Clustering-based method is the mainstream.

➢ Problems in clustering-based Re-ID methods
➢ Hard positive pair → Easily be mis-clustered to different groups

➢ Hard negative pair → Different people with similar appearance are in the same 

group 

➢ Goal : Rectify hard samples in clustering results

We propose two techniques :

1. Inter-Camera Mining (ICM) → rectify hard positive samples

2. Part-Based Homogeneity (PBH) → rectify hard negative samples

➢ Overall architecture : iterative clustering and CNN training

➢ Inter-Camera Mining (ICM)

➢ Mine the pairs with similar features but captured under “different cameras”.

Best buddies pairs [1]

➢ Part-Based Homogeneity (PBH)

1. Use Silhouette score [2] to define imperfect cluster

2. Split features into fine-grained parts

3. Separately cluster features of each part into 2 groups.

4. According to the labels, the imperfect cluster can be

split into at most 4 sub-groups.

• Direct Transfer : testing with only pretrained model
• Baseline : iterative clustering & training with triplet loss and cross-entropy loss

labelled unlabelled

(b) Comparison to state-of-the-arts

Clustering-based methods


