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Accurately tracking the six degree-of-freedom pose of an object in real scenes is 
an important task in computer vision and augmented reality with numerous 
applications. Although a variety of algorithms for this task have been proposed, it 
remains difficult to evaluate existing methods in the literature as oftentimes 
different sequences are used and no large benchmark datasets close to real-world 
scenarios are available. In this paper, we present a large object pose tracking 
(OPT) benchmark dataset consisting of RGB-D video sequences of 2D and3D 
targetswith ground-truth information. The videos are recorded under various 
lighting conditions, different motion patterns and speedswith the help of a 
programmable robotic arm. We present extensive quantitative evaluation results 
of the state-of-the-art methods on this benchmark dataset and discuss the 
potential research directions in this field. 

Abstract

Introduction

ÅMotion patterns
¡ Translation. An object moves along a circle parallel to the camera sensor plane 

with motion blur in all directions.
¢ Zoom. An object moves forward first and then backward.
£ In-plane Rotation. An object rotates along an axis perpendicular to the camera 

sensor plane.
¤ Out-of-plane Rotation. An object rotates along an axis parallel to the camera 

sensor plane.
¥ Flashing Light. The light source is turned on and off repeatedly, and the object 

moves slightly.
¦ Moving Light. The light source moves and results in illumination variations 

while the object moves slightly.
§ Free Motion. An object moves in arbitrary directions.

Å Ground-truth object pose annotation

Å Camera frames for 2D and 3D target objects blended with masks.

Å Provide two different resolutions: and : 

OPTDataset

ÅUsing a programmable robotic arm (as shown in the figure above) , we can 
record images under different motion patterns and different speed. 

Å The proposed object pose dataset is also the only one where color and depth 
image sequences are recorded by a Microsoft Kinect v2 sensor.

Å 2D objects with low (wing, duck), normal(city, beach), and rich (maple, 
firework) texture.

Å 3D objects with simple(soda, chest), normal(ironman, house), and complex
(bike, jet) geometry.

ÅOverall performance evaluation. The AUC score for each approach is shown in the legend.

Evaluation Results


